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What is EDGE?
• Extreme-scale Discontinuous Galerkin 

Environment (EDGE): Seismic wave 
propagation through DG-FEM 

• Focus: Problem settings with high 
geometric complexity, e.g., mountain 
topography 

• Written from scratch to support fused 
forward simulations  

• “License”: BSD 3-Clause (software), CC0 
for supporting files (e.g., user guide)  
  Example of hypothetical seismic wave propagation with mountain topography using 

EDGE. Shown is the surface of the computational domain covering the San Jacinto fault 
zone between Anza and Borrego Springs in California. Colors denote the amplitude of 
the particle velocity, where warmer colors correspond to higher amplitudes.
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Getting Started: Advection Equation

• “Simplest” hyperbolic 
Partial Differential 
Equation (PDE) 

• Elastic wave equations 
similar: Linear system 
with variable 
coefficients 

q(x, t)
t

+ v · q(x, t)
x

= 0, v 2 R

Illustration of EDGE’s non-fused, third order (P2 elements) ADER-DG solver applied to the 
advection equation with sinusoidal initial values and periodic boundary conditions.



Getting Started: Fused Solver

• Non-Fused: 

• Fused: 

o1 = s(i1)
o2 = s(i2)o3 = s(i3)
o4 = s(i4)

O4 = (o1, o2, o3, o4) = S4(I4)

= S4(i1, i2, i3, i4)

q(x, t)
t

+ v · q(x, t)
x

= 0, v 2 R

Illustration of EDGE’s non-fused, third order (P2 elements) ADER-DG 
solver applied to the advection equation for four problem settings with 

sinusoidal initial values and periodic boundary conditions.



Getting Started: Fused Solver

• Non-Fused: 

• Fused: 

o1 = s(i1)
o2 = s(i2)o3 = s(i3)
o4 = s(i4)

O4 = (o1, o2, o3, o4) = S4(I4)

= S4(i1, i2, i3, i4)

q(x, t)
t

+ v · q(x, t)
x

= 0, v 2 R

Illustration of EDGE’s fused (4 simulations), third order (P2 elements) ADER-DG solver applied to 
the advection equation with sinusoidal initial values and periodic boundary conditions.
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Key Advantages

• Full vector operations, even 
for sparse matrix operators 

• Automatic memory alignment  
• Read-only data shared 

among all runs 
• Lower sensitivity to latency 

(memory & network)
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Relative arithmetic intensities. Shown are convergence rates 2-5 
for the fusion of 2,4,8,16 simulations vs. a non-fused simulation for 

the elastic wave equations, using an ADER-DG solver. [ISC17]



“Similar Enough”: EDGE’s Approach

1. Identical mesh for all fused simulations 
2. Identical simulations parameters: 

1. Start and end time 
2. Convergence rate 
3. “Frequency” of wave field output, “frequency” and location of 

seismic receivers 
3. Identical material parameters (velocity model) 
4. “Sources”: 

1. Arbitrary initial DOFs 
2. Kinematic sources: Fused or non-fused point sources 
3. Spontaneous rupture: Identical friction law, other parameters 

(e.g., nucleation, initial stresses, coefficients) arbitrary

Recent Advances of the ADER-DG Finite Element Method for Seismic Simulations
Alexander Breuer, Alexander Heinecke (Intel), Yifeng Cui
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EDGE: Fused Earthquake SimulationsMaximizing Single-node Performance: ADER-DG Kernels
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Single-node performance of the LOH.1 benchmark on a 12-core 
WSM-EP node, 16-core SNB-EP node, 28-core HSW-EP node and 60 
core KNC card. Dark bars are non-zero DP-FLOPS, light colors DP-
FLOPs in hardware. [2]
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ADER Discontinuous Galerkin Finite Element Methods

Wave �eld of seismic wave propagation in the Mount 
Merapi volcano after 4 seconds of simulated time. [4]

Wave �eld of the 2009 L'Aquila earthquake 
after 500 seconds of simulated time.

Velocity magnitude for a simulation of 
the 1992 Landers earthquake. [3]

Petascale Local Time Stepping

Use of unstructured tetrahedral meshes: Complex geometries 
through automated mesh generation

Clustered local time stepping allows for heterogeneous time 
steps and enables extremely complex geometric features

Discontinuous Galerkin for space discretization and ADER for 
time integration: Arbitrarily high order in space and time

Multiphysics: Numerical �uxes allow for easy, monolithic 
coupling of seismic wave propagation to dynamic rupture 
propagation

Model extensions might include viscoelasticity, anisotropy or 
plasticity

DG methods are extremely local and compact: Sustained 
petascale application on four supercomputers, ISC 2014 Award 
winner and Gordon Bell 2014 �nalist Wave �eld for a simulation of the 

1992 Landers earthquake.

Single FPU to Millions of Cores: Memory Layout
Maximizes linear memory access by 
strict ordering

Support for arbitrary vector-alignment 
in single- and double precision of all 
relevant data structures via padding

NUMA-aware initialization of all 
element-local data
Native support of communication 
without further communication bu�ers
Support for usage-dependent 
placement in DDR4 or MCDRAM (high-
bandwidth memory) maximizes overall 
capacity and capability Illustration of a partition (solid lines) with local 

time stepping clusters. Gray elements are part of 
the cluster's interior regions, blue elements are 
part of the cluster's copy layers and red elements 
part of the ghost layers. [1]

Illustration of a single local time stepping cluster 
inside a partition. The copy and ghost layer are 
further subdivided into regions (colored patterns) 
with respect to the communication partners. [1]

Mapping of the left cluster to linear memory. In 
harmony with the computational loops hardware 
prefetches are encouraged. The two copy-layer 
elements marked with a square exist in more than 
one copy-region and are duplicated. Similar the 
ghost element with a yellow triangle is duplicated. 
Allows MPI-communication as is without additional 
communication bu�ers. [1]

Low- and high-level software 
prefetching. High-level (Intel® Xeon 
Phi™) prefetches include data for 
upcoming element update

Splitting of all computations in two loops: 
Local operations (time & local update 
kernel) and neighboring operations 
(neighboring update kernel) 
Derivation of all matrix structures in 
preprocessing via symbolic 
integration

Elements are touched only when updated due 
to read-only paradigm

Elements provide time bu�ers, time 
derivatives or both

Support for �xed rates between clusters 
ensures trade o� in terms of time step 
underestimation and element-throughput

Normalization step at initialization limits 
cluster dependencies and reduces possible 
number of MPI neighbors

Time stepping information of an element is 
encoded in a simple bit-mask

Using number of local time stepping updates as 
vertex weights in Metis respects computational 
load of elements 

Prioritization of critical paths in time 
management maximizes overlap of 
communication and computation in 
asynchronous MPI-calls 

Local time stepping scheme achieves global 
time stepping peak e�ciency of GTS-only 
implementation

Machine-size Mount Merapi simulation
99 Mil. elements, 6th order
2014 GTS on 147,456 SNB-EP cores of 
SuperMUC-1 (2.9 PFLOPS HPL)
  vs.
2015 LTS on 86,016 HSW-EP cores of 
SuperMUC-2 (2.8 PFLOPS HPL)
5.6x reduced time-to-solution, 1.3 PFLOPS LTS 
performance in average @ SuperMUC-2 
(includes setup and I/O)

Idea: Exploit input parallelism by 
fusing multiple earthquake 
simulations in a single run
EDGE (prototype) supports this 
idea at all levels of parallelism, 
starting at a single vector op
Fusion of multiples of the vector-width
(KNL: 8 simulations in double precision) allows 
for perfect vectorization without zero ops
Fusion of mutiples of 64 byte (8 simulations) 
leads to alignment to cache-lines without 
arti�cial zero-padding
Read-only data structures (>40% up to 6th 
order) are shared among all fused simulations: 
Increases arithmetic intensity, descreases 
memory footprint 

Encoding of an element's local time stepping 
information via a bit-mask. The �rst four bits encode 
the type of information neighboring elements 
provide. Bits 5-8 show if the element is in global time 
stepping relation with its neighbors. Bit 9 shows if an 
element provides bu�ers, 10 if derivatives and 11 if 
the bu�er is used for local time stepping.

ND LBGTS LD LLB
1 112 3 4 5 6 7 8 9 10

neighboring local

Ex. 1 1 112 3 4 5 6 7 8 9 10

Supports Intel® Xeon® and Intel® Xeon 
Phi™: WSM-EP, SNB-EP, HSW-EP, KNC, KNL, 
orders 2-7, single- and double precision
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Local time stepping clusters of the 99E6-element Mount 
Merapi setup using rate-2 clustered LTS (2x di�erence 
of time steps). The �rst cluster exclusively consist of 
very few sliver elements (meshing artifacts) dominating 
the time step of all elements if global time stepping, if 
used. The colors denote the per-element CFL-time step 
restrictions used in the clustering.

Schematic illustration of the clustered local time 
stepping scheme for two neighboring elements. In 
contrast to previous schemes, a strict read-only 
paradigm is enforced. Therefore only elements 
which are allowed to update are touched.

Wave �eld of the 99E6-element Mount Merapi 
simulation after 2.6s of simulated time.
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High Order Seismic Simulations on the Intel Xeon Phi Processor 
(Knights Landing) - Heinecke, Alexander, Alexander Breuer, Michael 
Bader, and Pradeep Dubey. In International Conference on High 
Performance Computing, pp. 343-362. Springer International 
Publishing, 2016.

[6]

This work is supported by SCEC through award #16247, by Intel through
the Intel Parallel Computing Center "Accurate and E�cient Earthquake
Simulations on Intel Xeon Phi", and by NSF through award ACI-1450451.  

Higher load leads to lower penalties of 
branch mispredictions (e.g. domain 
boundaries, or rupture physics)
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Illustration of the wave field for an exemplary 
fusion of eight simulations in EDGE with eight 

point sources at different locations. 



Performance: LOH.1

• Layer Over Halfspace (LOH.1): 
Benchmark used for code 
verification 

• Orders: 2-6 (non-fused), 2-4 (fused) 
• Unstructured tetrahedral mesh: 

350,264 elements 
• Single node of Cori-II (68 core Intel 

Xeon Phi x200, 
code-named Knights  
Landing) 

• EDGE vs. SeisSol (GTS, git-tag 
201511)
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Synthetic seismogram of EDGE for quantity u at the ninth seismic receiver located at (8647 
m, 5764 m, 0) in red. The reference solution is shown in black. Detailed setup: [ISC17]

LOH.1 Benchmark: Example mesh 
and material regions [ISC16_1]



Fused Simulations: Speedup
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O2−O4 when using EDGE’s full capabilities by fusing eight simulations (O2C8-O4C8).  [ISC17]



Weak: Setup

• Regular cubic mesh, 5 Tets 
per Cube, 4th order (P3) and 
6th order (P5) 

• Imitates convergence 
benchmark 

• 276K elements per node 
• 1-9000 nodes of Cori-II (9000 

nodes = 612,000 cores)
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simulations, only errors of the first (C1), fourth (C4) and last simulation (C8) are shown.  [ISC17]

Illustration of meshes used for 
convergence benchmarks in EDGE.



Weak: Results

• O6C1 @ 9K nodes: 
10.4 PFLOPS (38% 
of peak) 

• O4C8 vs. O4C1 @ 
9K nodes: 
2.0x speedup ��
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Weak scaling study on Cori-II. Shown are hardware and non-zero peak efficiencies 
in flat mode. O denotes the order and C the number of fused simulations.  [ISC17] 

10.4 PFLOPS 
(double precision)
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Strong: LOH.1

LOH.1 Benchmark: Example mesh 
and material regions [ISC16_1]

• Orders: 4 & 6 (non-fused), 4 
(fused) 

• Unstructured tetrahedral 
mesh: 172,386,915 elements 

• 32-3200 nodes of Theta (64 
core Intel Xeon Phi x200, 
code-named Knights Landing) 

• 3200 nodes = 204,800 cores

Time-frequency misfit for quantity u at the ninth seismic receiver located at (8647 m, 
5764 m, 0) and in a frequency range between 0.13Hz and 5Hz. Detailed setup: [ISC17], 

Visualization: TF-MISFIT_GOF_CRITERIA, http://nuquake.eu
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Strong: Results

• O6C1 @ 3.2K nodes: 
3.4 PFLOPS (40% of 
peak)  

• O4C8 vs. O4C1 @ 
3.2K nodes: 
2.0x speedup

Strong scaling study on Theta. Shown are hardware and non-zero peak efficiencies 
in flat mode. O denotes the order and C the number of fused simulations. [ISC17]
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EDGE: Current      and        Upcoming
• Elements: Line, rectangular quads, 3-node 

triangles, rectangular hexes, 4-node tets 
• Equations: Advection (FV+ADER-DG: 1D, 

2D, 3D), Shallow Water (FV: 1D), Elastic 
Wave Equations (FV+ADER-DG: 2D, 3D) 

• Parallelization: Assembly kernels for WSM, 
SNB, HSW, KNC (non-fused), KNL (fused & 
non-fused), OpenMP (custom), MPI 
(overlapping) 

• Continuity: Continuous Integration (sanity 
checks), Continuous Delivery incl. 
automated convergence + benchmarks 
runs, automated code coverage, automated 
license checks, container bootstrap 

• “License”: BSD 3-Clause (software), CC0 
for supporting files (e.g., user guide)

• Sparse, fused assembly 
kernels for orders 5+ 

• Kinematic Sources  
(Standard Rupture Format): 
Support for fused and  
non-fused source 
descriptions 

• Spontaneous Rupture 
Simulations 

• Grouped Local Time Stepping 
• EDGEcut: Automated surface  

and volume meshinghttp://dial3343.org

http://dial3343.org
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